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Abstract-Power conservation is a general concern for mobile
computing and communication. In this paper, we investigate the
performance of the current 802.11 power saving mechanism
(unscheduled PSM) and demonstrate that background network
traffic can have a significant impact on the power consumption of
mobile stations. To improve power efficiency, a scheduled PSM
protocol based on time slicing is proposed in this paper. The
protocol adopts the mechanism of time division, schedules the
access point to deliver pending data at designated time slices, and
adaptively adjusts the power state of the mobile stations. The
proposed scheme is near theoretical optimal for power saving in
the sense that it greatly reduces the effect of background traffic,
minimizes the station idle time, and maximizes its energy
utilization. Comprehensive analysis and simulations are
conducted to evaluate the new protocol. Our results show that it
provides significant energy saving over the unscheduled PSM,
particularly in circumstances where multiple traffic streams
coexist in a network. Moreover, it achieves the saving at the cost of
only a slight degradation of the one-way delay performance.

I. INTRODUCTION
The proliferation of portable computing and mobile

technology has posed a great concern on energy conservation.
A major constraint for many wireless applications is the limited
size and lifetime of the batteries that power up these mobile
computing devices. Without careful design of an energy-aware
system, or typically a power management module on the
wireless interface, a mobile device's energy can be drained out
quickly by the upper layer applications. Our experiments on a
HP iPAQ hx2750 PDA showed that an 802.11b wireless
adapter with power management disabled can shorten its
lifetime up to 50% for light to moderate traffic loads. In this
paper, we seek to minimize the energy consumed by a wireless
network interface running IEEE 802.11 protocol, and
particularly focuses on the wireless LANs and infrastructure
based network architecture, a currently dominating network
paradigm in home, office environments and public hotspots.
As specified in the standard, an IEEE 802.11 based wireless

network interface can choose to stay in one oftwo states at any
moment, awake or sleep. In the awake state, the radio is
powered up and the wireless interface can perform data
transmission or reception, or stay in idle and wait. In the sleep
state, on the contrast, the radio is turned off and the wireless
interface cannot detect or sense the network behaviors of
others. Wireless interface in awake state usually consumes an

order of magnitude more power than that in sleep state. The
major task of power management is to choose proper time and
sequence of the state transition between the two states. A good
solution should wake up the wireless interface at the proper
time for communication, and let it enter into sleep state to save
energy if no traffic is direct to it.
A power saving mode (PSM) is defined in the 802.11

specification [1] for power management. In this mode, the
access point (AP) buffers incoming frames destined for mobile
stations in PSM and periodically announces its buffering status
through the traffic indication map (TIM) contained in the
beacon frames. The mobile station wakes up periodically to
listen to the beacon frames. In the unicast case, once the bit
corresponding to its association ID (AID) is set in the TIM, the
mobile station initializes a PS-Poll frame to the AP to retrieve
data and the AP responds each poll with one buffered frame.
Multiple PS-Polls are allowed until all outstanding frames have
been retrieved. In the broadcast/multicast (B/M) case, the
existence of buffered B/M frames is indicated by setting the
B/M traffic indication bit in the delivery TIM (DTIM), which is
a special TIM sent out at a fixed number of beacon intervals.
All B/M frames buffered at the AP are delivered immediately
after the beacon frame containing DTIM. As opposed to the
normal continuous active mode (CAM), a mobile station in
PSM can often have opportunities to turn its network interface
off to save energy, given that it has no data pending at the AP.
For light to moderate traffic load, the legacy PSM can greatly
reduce the energy consumption and extends the mobile
stations' lifetime.

However, the legacy PSM becomes inefficient when
multiple traffic streams coexist in a network. Our analysis and
experiment results in section II show that the contention of
medium access among multiple stations increases the deferring
time for delivery of buffered frames, and thus the time to enter
to sleep mode is delayed. The power consumption of a mobile
station depends not only on the traffic load destined to it, but
also on the background traffic from other mobile stations. A
heavy background traffic load often causes high power
consumption. This phenomenon is due to three factors. First,
the one-poll-one-response manner to retrieve data is not
efficient, and further it is susceptible to be interrupted by
others' network activities, which leads to longer wakeup time
for the mobile stations. Second, though a station can be
informed of the existence of buffered data, it has no way to
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know the starting and ending point ofthe delivery procedure. It
has to stand by and passively wait for the conclusion of data
delivery. Third, the legacy PSM does not differentiate multicast
and broadcast traffic. A mobile station has to stay in active state
to receive B/M data if the B/M bit in the DTIM is set, even it
does not join any multicast group.

This paper aims to design a solution that improves the power
performance of the legacy PSM, diminishes the impact of
background traffic on power consumption, while not degrading
its networking performance too much. Analysis in section II
indicates that a protocol with scheduled, uninterrupted delivery
procedure and differentiated multicasting is a preferable choice
to achieve our goal. In section III, a time slicing base PSM is
proposed. In this scheme, a beacon period is divided into
multiple time slices, and all pending frames are scheduled to
deliver at the appointed time slices. The TIM structure is
redesigned to convey the slice assignment information. A
mobile station can learn from the TIM not only whether or not it
has data pending at the AP, but also the timing of the expected
data delivery procedure. Hence it is possible for the mobile
station to control the state ofthe wireless interface adaptively to
the traffic arrangements. During the time slices that are
assigned to other mobile stations, it can choose to enter into
sleep state to save energy. As the proposed scheme use
scheduled transmission for delivery ofpending data, we name it
as scheduled PSM in this paper. For comparison, the legacy
PSM is called unscheduled PSM or PSM for short.

In section IV, comprehensive simulations are conducted on
ns2 to study the performance of scheduled PSM, compared
with the unscheduled PSM. The simulation results show that
the scheduled PSM provides significant energy saving over the
unscheduled PSM when multiple traffic streams coexist in the
network. In all cases with fixed data rate of foreground traffic,
its power consumption remains stable when data rate of the
background traffic load increases, while that of the
unscheduled PSM exhibits a distinct upward trend. Moreover,
it achieves this at cost of only a slight degradation of the
one-way-delay performance. Our simulation results show that,
the one-way-delay of both uplink and downlink streams is
increased by less than 15ms compared to the unscheduled PSM,
within an acceptable level for most applications.

In section V, we describe several newly proposed power
saving mechanisms in 802.11 standard groups (802.11 e,
802.11n and 802.11v), discuss their relative merits and
disadvantages, as well as presenting some related work in the
literature. Section VI gives a brief summary.

II. IMPACT OF BACKGROUND TRAFFICS ON UNSCHEDULED PSM
In this section, we investigate the impact of the background

traffic on the power performance of the unscheduled PSM. We
have set up a small wireless LAN with commercially available
products: a Dell D600 laptop serving as a server, two HP iPAQ
hx2750 PDAs with IEEE 802.1 lb build-in Wi-Fi adapters
serving as clients, and a DWL-2100AP serving as the AP. One
of the PDAs is chosen as the measuring point, and its traffic
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with the AP is viewed as the foreground traffic, while traffic
destined to the other client is viewed as the background traffic.
An Ixchariot [15] tool is used to generate traffics between
clients and server. The power consumption of the PDA is
measured through a system API GetSystemPowerStatusEx20. Its
precision reaches 1mW and its value updates every 5 seconds.
Each measurement in our experiment lasts over 30 minutes and
each data point is an averaged of 10 measurements. Two
representative results are shown in Fig. 1 and Fig. 2.

Fig. 1 shows the impact of the background multicast traffic
on the power consumption of the PDA. Though no foreground
traffic is imposed on the client PDA, its power consumption
exhibits a sharp upward trend with the increasing data rate of
the background traffic. In Fig. 2, the power consumption as a
function of the foreground traffic is compared among three
cases: CAM, PSM without background traffic and PSM with a
1.5Mbps background multicast traffic. The gap between these
curves demonstrates that the unscheduled PSM does save
power, but the saving is reduced by the presence ofbackground
traffic.

The reduction in power saving is caused by the following
factors. First, the AP does inform the existence of the buffered
data for a station in the TIM structure, but it does not give any
information of the starting and ending time of the delivery of
the data. Thus before all pending data are retrieved, the mobile
has to stay awake to listen to all frames in the air so as not to
miss any data destined for it. Second, the one-poll-
one-response mechanism to deliver unicast frame is not only
inefficient for a mobile station to retrieve its buffered frames at
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the AP, but also is susceptible to be interrupted by
transmissions of other stations and leads to a prolonged
retrieving period. Third, using only one bit to indicate the
traffic state of broadcast/multicast traffic at AP makes frames
belonging to broadcast and different multicast groups
undistinguishable. As illustrated in Fig. 1, a mobile station with
no traffic has to pay extra energy for receiving multicast frames
not destined to itself.
An efficient power saving mechanism should address the

three factors above. In section III, we design a new PSM that
employs scheduled, uninterrupted frame delivery procedure
and also differentiates broadcast and multicast traffics.

III. SCHEDULED PSM
To mitigate the impact of the background traffics on the

power performance ofthe unscheduled PSM, a scheduled PSM
is proposed and described in this section. It is based on time
slicing and uses scheduled transmission for delivery of
buffered frames. It is motivated, in part, by the time division
multiplexing technique employed by DVB-H and derived, in
part, from our previous experiments and analysis in section II.
The main idea is to divide a beacon period into multiple slices
and schedule the pending frames for delivery.
A. Overview ofthe proposed scheme
In the scheduled PSM, the AP works as the central

coordinator and scheduler during the entire procedure. It
buffers all incoming data frames destined to the mobile stations.
Each time before transmitting a beacon, the AP divides the
beacon period into a fixed number of time slices of equal
length. The number has the form of 2'-1, with n being the
number of bits used in the TIM element to identify a time slice.
After the division, the AP assigns slices for the buffered data
frames. Contiguous time slices are assigned to the same
destination address for transmission. After that, the AP
assembles traffic indicators and slice arrangements into a TIM
element, and broadcast it to mobiles stations in the beacon. In
our scheme, The TIM structure is redesigned to accommodate
the slice assignment information for the scheduled PSM.

Note that a time slice is assigned to a specific destination
address instead of a mobile station, as in the scheduled PSM,
the AP treats the pending broadcast/multicast (B/M) frames as
the same with the unicast frames. A multicast group is assigned
with a unique association ID (AID) just as do for a mobile
station. And AID 0 is dedicated to the broadcast. Through the
multicast association, the AP establishes a mapping between
destination addresses and the AIDs, and each frame in the
buffer is identified by its corresponding AID. Frames with
identical AID are grouped together and handled in batch, that
is, they are delivered in consecutive time slices, forming a
service period (SP) for that group or AID.
The AP employs a scheduling algorithm to calculate the

number oftime slices needed for each group. Uplink traffic and
frame error rate should be considered in the algorithm. The AP
is responsible for arranging the time slices in an appropriate
sequence and expressing it semantically through the TIM
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Fig. 3 A beacon period with 15 time slices.

element. The AP should be aware of the slice arrangement all
the time. The AP initiates frame transmissions to deliver the
pending data a destination when the scheduled SP starts. The
AP must end the frame transmission for the particular
destination before the beginning of next SP, thus avoiding
interference with the transmission for the next SP. In other
words, the SP is actually a time limit imposed on the frame
transmission period for a specific destination. As an example,
Fig. 3 shows the time slice assignment in a beacon period. The
beacon period is divided into 15 equal-length time slices, and
13 out of them forms 4 consecutive SPs and assigned to
destinations with AID 0, 4, 1 and 2 separately. The other 2
slices are unassigned and reserved for normal DCF. Each slice
lasts for aSliceDuration = tBeaconPeriod/nSlice = 100/15 =

6.667ms for a typical lOOms beacon period. The AP uses the
value of aSliceDuration and slicing index (SI), which identifies
the first time slice assigned to a SP, to calculate the starting and
ending time of that SP. For example, consider the third SP
corresponding to AID 1, the AP should initiate transmission of
data for AID 1 at the time of (SI(1)-1) aSliceDuration = (7-1)
X6.667 = 40 ms, and conclude before the time of (SI(2)-1)
*aSliceDuration = (11-1) X6.667 = 66.67 ms.
Each mobile station maintains an AID list. It consists of one

unicast AID assigned during the association procedure, and one
or more multicast AIDs assigned during multicast association
procedure if the mobile station joined multicast groups. Still
there is an AID 0 in the list, used for broadcast and known by
everyone. The AID list serves as a filter to pick out the
interested bits from the partial virtual bitmap (PVB) in the TIM
element. Every time a beacon frame is received, the mobile
station checks the bitmap using the AID list, and if a bit
corresponding to an AID in the list is set, the station knows that
there are data pending at the AP for this AID. To find out the
assigned time slices, it has to go further towards the slicing map
field and looks up the slicing index (SI) that matches the AID.
The value of SI indicates the first time slice assigned for that
AID in the slice arrangement. It is used as a parameter to derive
the starting time ofthe service period for the AID by the mobile
station. The length of the service period can be obtained by
finding the next higher SI in the slicing map. Such a
bit-checking procedure repeats until all bits corresponding to
the AID list have been checked out.

The mobile station switches its power state of network
interface between sleep and awake to the arrangement of time
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